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Overview

Image search engine

Given a query image, return top-5 results

Raw pixels; no metadata

Unsupervised problem.  But index + query labelled images = accuracy score



Dataset

Caltech-256 

● 256 categories
● 25,000 train
● 6,000 test
● Reasonably challenging; high variation in objects, pose, lighting



Model

k-Nearest Neighbors

How to featurize images?

● Tried: raw pixels, Histogram of Gradients, and Convolutional Neural Net

What similarity (distance) metric for search?

● Tried: Euclidean and Cosine



Tools

Python: indexing, searching

Torch / Lua: convolutional neural net

GPU for the neural net

kNN was two lines of code
Bulk of the effort was writing tools!
Wrote web servers to solve Python / Lua 
interaction.



Features: pixels

Baseline:
● Resize to 64 x 64
● Grayscale
● Flatten to vector



Features: raw pixels



Features: Histogram of Gradients

HoG:
● Resize to 64 x 64
● Divide into cells
● Compute dominate gradients at each cell
● Compute histograms of gradients
● Flatten to vector



Features: Histogram of Gradients



Features: Histogram of Gradients



Features: Convolutional Neural Net



Features: Convolutional Neural Net

Used pre-trained neural net that I had lying around

NOT trained on Caltech-256!  Trained on other images!

Had learned generic image features

Simply chopped off the final layer (classifier)

Output was a vector of floats (the “deep features” of the 
image)



Features: Convolutional Neural Net



Features: Convolutional Neural Net



Features: Convolutional Neural Net



Features: Convolutional Neural Net



Features: Convolutional Neural Net



Features: Convolutional Neural Net



20% -> 48%
CNN dramatically improved top-5 search accuracy 

(true accuracy arguably higher)
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